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We develop a hybrid numerical asymptotic method for the Helmholtz equation.
The method is a Galerkin finite element method in which the space of trial solutions
is spanned by asymptotically derived basis functions. The basis functions are very
“efficient” in representing the solution because each is the product of a smooth
amplitude and an oscillatory phase factor, like the asymptotic solution. The phase is
determined a priori by solving the eiconal equation using the ray method, while the
smooth amplitude is represented by piecewise polynomials. The number of unknowns
necessary to achieve a given accuracy with this new basis is dramatically smaller than
the number necessary with a standard method, and it is virtually independent of the
wavenumberk. We apply the method to the problems of scattering from a parabola
and from a circle and compare the results with those of a standard finite element
method. c© 2001 Elsevier Science
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1. INTRODUCTION

Scattering problems for the Helmholtz equation involving large values of the wavenumber
k are notoriously difficult to solve numerically by standard finite element methods. See for
example [1–3]. Accurate solutions require very refined meshes due to the highly oscillatory
nature of the solutions. Ifk is large enough, the number of unknowns associated with the
mesh is so large that the problem is computationally intractable. But for suchk, asymptotic
solutions of scattering problems, valid fork large, are provided by the geometrical theory
of diffraction [4–6]. These asymptotic solutions are sums of products of rapidly oscillating
phase factors multiplied by slowly varying amplitude factors. The phase factors can be
determined easily by ray tracing. However, the determination of the amplitude factors is
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often difficult because it can involve the construction and matching of several different
expansions. To overcome the difficulty of finding the amplitude factors in the asymptotic
method, and to avoid the necessity for a fine mesh in the finite element method, we combine
the best features of both methods.

To do so we develop a hybrid numerical asymptotic method which yields accurate solu-
tions with a number of unknowns that is virtually independent of the wavenumberk. Our
method is based on the introduction of asymptotically derived basis functions, which we
use to define the space of trial solutions in a Galerkin finite element method. The basis
functions are very “efficient” in representing the solution because each is the product of a
smooth amplitude function and an oscillatory phase factor, like the terms in the asymptotic
solutions. The phase factor is determined a priori by solving the eiconal equation of geo-
metrical optics for the phase, using ray tracing. The smooth amplitude, which is represented
by a standard finite element basis, is determined by the Galerkin method.

The resolution of the computational grid is commensurate with the variation of the smooth
amplitude, and therefore it is relatively coarse, and in general virtually independent of the
wavenumberk. In some scattering problems, the amplitude develops a sharp transition in
a small portion of the domain, such as a shadow boundary or caustic. In these cases, only
local refinement is necessary, and the problem remains computationally tractable.

This method extends our results in [7] and [8]. In one dimension it is similar in spirit to the
method of Melenk and Babu˘ska [9, 10], and Babu˘ska and Sauter [1], which employs basis
functions involving trigonometric functions. Laghrouche and Bettess [11], and Laghrouche
et al. [12] extended that method to two dimensions using basis functions involving plane
waves. A different hybrid of asymptotic and finite elements, closer to ours, was introduced
by Barboneet al. [13]. It employs a field constructed by using the geometrical theory of
diffraction [4] in most of the domain, together with fields represented by finite element
basis functions in neighborhoods of points of diffraction, such as corners on the scattering
object.

Although our method can be used to treat a wide variety of wave propagation problems,
here we just introduce it and apply it to a few examples of scattering involving reflection
and diffraction from smooth surfaces. In Section 2 we introduce the method in the con-
text of a one-dimensional problem. We extend it to two space dimensions in Section 3.
In Section 3.2.1 we review the elements of the asymptotic theory needed to develop the
asymptotically derived basis functions, and in Section 3.2.2 we introduce these new basis
functions. Then in Section 3.3, we apply the method to scattering from a parabola, and in
Section 3.4 we apply it to scattering from a circle. In section 3.5 we summarize the method
and describe how to use it in three dimensions. In the Appendix we show that the new finite
elements are asymptotically orthogonal fork large.

2. A MODEL PROBLEM

2.1. Variational Formulation and Galerkin Approximation

We consider the propagation of a time harmonic wave traveling to the right along the
positivex axis. Its motion is described by the one-dimensional Helmholtz equation

u′′ + k2n2(x)u = 0, (1)
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subject to the conditions thatu is outgoing atx = +∞, and that

u(0) = 1. (2)

Herek is the wave number andn(x) is the index of refraction, assumed to be positive. We
assume thatn(x)− 1 is negligible forx ≥ π and replace the outgoing condition by

u′(π)− iku(π) = 0. (3)

In order to state the variational formulation of problem (1)–(3) for 0≤ x ≤ π , we intro-
duce the spaceS of trial solutions and the spaceV of test functions:

S = {u | u ∈ H1([0, π ]), u(0) = 1}, (4)

V = {w | w ∈ H1([0, π ]), w(0) = 0}. (5)

The Sobolev spaceH1([0, π ]) consists of all complex-valued functions on [0, 1] whose
first derivative is square integrable. The variational formulation of problem (1)–(3) is:

find u ∈ S such that for allw ∈ V, a(u, w) = 0. (6)

The hermitian bilinear forma in (6) is defined by

a(u, w) = −
∫ π

0
u′(t)w̄′(t) dt + k2

∫ π

0
n2(t)u(t)w̄(t) dt + iku(π)w̄(π). (7)

The formulation (6) is derived in standard fashion (see [14, 15]) by multiplying (1) by the
complex conjugate ¯w of a test functionw ∈ V, integrating by parts, and using (3).

We shall approximate the solution to this variational problem by the Galerkin method.
Hence we introduce finite dimensional spacesSh ⊂ S andVh ⊂ V. The subscripth in
Sh andVh refers to the relation of these spaces to a discretization of the domain [0, π ].
Indeed, in the finite element method, we consider the mesh 0= x0 < x1 < · · · < xm = π
with mesh parameterh = maxj=1,...,m(xj − xj−1). The functions inVh consist of piecewise
polynomials. Specifically, in the linear finite element method there is one basis functionNj

associated with each nodej . The functionNj is 1 at nodej , 0 at all other nodes, and linear
on every interval [xj , xj+1], j = 1, . . . ,m− 1. The spacesVh andSh are defined in terms
of these basis functions as

Vh =
{
wh

∣∣∣∣∣wh =
m∑

j=1

aj Nj

}
, (8)

Sh = {uh = vh + gh | vh ∈ Vh, gh = N0(x)}. (9)

The original variational problem is then replaced by the Galerkin problem:

find uh = vh + gh ∈ Sh such that∀wh ∈ Vh, a(vh, wh) = −a(gh, wh). (10)

The Galerkin finite element theory [14–16] ensures that the solutionuh of the Galerkin
problem (10) converges in the Sobolev norm to the solutionuof the variational problem (6) as
h→ 0. However,u is highly oscillatory for large values ofk, and an accurate approximation



HYBRID METHOD FOR SCATTERING PROBLEMS 229

uh is obtained only for very small values ofh. Hence, the number of unknowns in the
Galerkin method grows rapidly ask→∞, and the problem is eventually computationally
intractable. Our goal is to introduce a more efficient solution spaceSh which gives accurate
approximations with relatively large values ofh, even for very large values ofk. Towards
this goal, we first study the asymptotic solution to the original problem (1)–(3).

2.2. Asymptotic Finite Elements

2.2.1. Elements of the Asymptotic Theory

We shall now determine the asymptotic form ofu(x) in (1) by using the W.K.B. method
[17]. Hence we seek a solution of the form

u(x) = K (x) exp(ikS(x)), (11)

whereK (x) is the amplitude,S(x) is the phase, and exp(ikS(x)) is the phase factor. Both
K andS are slowly varying, so they can be resolved numerically on a grid which is much
coarser than that required foru.

To get an equation forS we introduce (11) into (1) and divide the resulting expression
by k2 eikS(x) to obtain

K
(
n2− S2

x

)+ i
1

k
(2Kx Sx + K Sxx)+ 1

k2
Kxx = 0. (12)

Upon equating to zero the coefficient ofk0, the leading order term in (12), we obtain the
eiconal equation of geometrical optics

S2
x(x) = n2(x). (13)

The solution of (13) for which (11) satisfies (3) to leading order ink is S(x) = ∫ x
0 n(s) ds.

We substitute this expression forS(x) into (11) and (12). From (12) we get

1

k
Kxx + i (2nKx + nx K ) = 0. (14)

Then we use (11) in (2) and (3) to obtain

K (0) = 1, Kx(π) = 0. (15)

Now, we seek an expansion forK of the form

K ∼
∞∑
j=0

K j (ik)
− j . (16)

To determine the coefficientsK j , we substitute (16) forK into (14), gather coefficients of
equal powers ofk, and then equate the coefficient of each power ofk to zero. This yields a
system of equations forK j , j = 0, 1, 2 . . . . The equation forK0 is

K0,x + nx

2n
K0 = 0. (17)
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The solution of (17) which satisfies (15) is
√

n(0)/n(x) provided thatnx(π) = 0, and then
(16) yields

K =
√

n(0)

n(x)
+ O(1/k). (18)

2.2.2. Asymptotically Derived Basis Functions

From (18) we see that fork large,K is a smooth function ofx. HenceK can be repre-
sented accurately by a piecewise linear finite element basis on a coarse mesh. Moreover,
the degree of accuracy is retained ask→∞, and no mesh refinement is necessary. This
leads us to introduce the asymptotic finite element basis functions

M j (x, k) = Nj (x) exp

(
ik
∫ x

0
n(s) ds

)
, (19)

whereNj (x) is the piecewise linear basis function associated with nodej . We also define
new spaces of test functions and trial solutions for the Galerkin problem (10):

Vk
h =

{
wk

h

∣∣∣∣∣wk
h =

m∑
j=1

aj M j

}
, (20)

Sk
h =

{
uk

h = vk
h + gk

h

∣∣ vk
h ∈ Vk

h, g
k
h = M0(x, k)

}
. (21)

The new Galerkin problem is

find uk
h = vk

h + gk
h ∈ Sk

h such that∀wk
h ∈ Vk

h, a
(
vk

h, w
k
h

) = −a
(
gk

h, w
k
h

)
, (22)

with a defined in (7). The solution,

uk
h =

m∑
j=1

aj M j + M0, (23)

to problem (22) is obtained in a standard fashion (see [14]) by solving the system
a(M1,M1) a(M2,M1) . . . a(Mm,M1)

a(M1,M2) a(M2,M2) . . . a(Mm,M2)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

a(M1,Mm) a(M2,Mm) . . . a(Mm,Mm)


 a1

a2
· · ·
am

=

−a(M0,M1)

0
. . . . . . . . . . .

0

 . (24)

The functionsu ∈ Sk
h andw ∈ Vk

h have the forms

u(x) = p(x) exp

(
ik
∫ π

0
n(t) dt

)
, w = q(x) exp

(
ik
∫ π

0
n(t) dt

)
, (25)

with p(x) ∈ S andq(x) ∈ V. We substitute (25) foru andw into (7) and use the identity

−p(x)n(x)q̄′(x) = −(p(x)q̄(x)n(x))′ + p(x)′q̄(x)n(x)+ p(x)q̄(x)n′(x) (26)
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in the resulting expression to obtain the bilinear formã:

ã(p,q)=
∫ π

0
[−p′q̄′ + ik(2p′q̄n+ pq̄n′)] dx. (27)

Then we note that the variational problem,

find p ∈ S such that for allq ∈ V, ã(p,q) = 0, (28)

is the weak formulation of the amplitude equation (14) forK , subject to (15). It follows that
the system of equations (24) can also be obtained by applying the Galerkin method, with
piecewise linear finite elements, to problem (14)–(15).

2.3. Numerical Calculations

We shall now solve the Galerkin problem using the new asymptotically derived basis
functions, and again using the standard piecewise linear basis functions. Then we shall
compare both results with the exact solution to problem (1)–(3). We shall use the wavenum-
berk = 25 and the index of refraction

n(x) = exp[−10(x − 1)2)] + 1. (29)

For x ≥ π , n(x)− 1≤ 1.2× 10−20.

FIG. 1. The real part ofu as a function ofx. The Galerkin approximation fork = 25 with asymptotic basis
functions (solid lines) is indistinguishable from the exact solution (e). The number of grid pointsN is shown
above each graph. The approximation with the standard linear basis (dashed lines) agrees with the exact solution
only whenN = 1000.
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Three sets of computations were performed on uniform grids withN= 50, N= 250,
andN= 1000 points. On each grid the solution was computed by a standard linear finite
element method and by a Galerkin method with the asymptotically derived basis functions.
The results of both computations are compared graphically with the exact solution in Fig. 1.
The “exact” solution is in fact an accurate approximation obtained with the linear basis on
a uniform grid with 2000 points. The maximum error in this accurate approximation was
estimated to be less than 0.008 by comparing it to the solution obtained with 4000 points.
The solution based on the asymptotic elements is indistinguishable from the exact solution
even for the smallest valueN= 50. The solution based on the linear elements achieves the
same “graphical accuracy” as the solution based on the asymptotic elements only when
the number of grid pointsN= 1000. Thus withk= 25, the use of linear elements requires
20 times as many points as using asymptotic elements for the same accuracy.

3. PROBLEMS IN TWO DIMENSIONS

3.1. Variational Formulation and Galerkin Approximation

We now extend the method of Section 2 to two dimensions. We consider scattering by
a simple curve0, of a time harmonic plane wave of unit amplitude, traveling to the right
along thex axis. We setn(x, y) ≡ 1 for simplicity, althoughn(x, y) 6≡ 1 can be treated in
a similar way. Hence we seek a solution of

1u+ k2u = 0 (30)

in the unbounded domain exterior to the simple curve0. We seeku of the form

u = eikx+ us, (31)

whereeikx andus are the incident and scattered fields, respectively. We impose onu the
boundary condition

u(x, y) = 0, (x, y) ∈ 0, (32)

and onus the Sommerfeld radiation condition

lim
r→∞ r 1/2

(
∂us

∂r
− ikus

)
= 0. (33)

In practice,us is computed in a bounded computational domainÄ, bounded internally
by the scatterer0 and externally by an artificial external boundary which we refer to as
∂Ä. Usually a nonreflecting boundary condition is used on∂Ä to replace (33) (Givoli [18]).
However, in the examples we consider the exact solutionus

ex is known, so on∂Äwe impose
the value of

f (x, y) = ∂us
ex

∂n
− ikus

ex. (34)

Hence the computational problem which we solve is (30) forus, subject to the conditions

us = −exp(ikx), (x, y) ∈ 0, (35)

∂us

∂n
− ikus = f (x, y), (x, y) ∈ ∂Ä. (36)
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We now introduce the variational formulation of the problem forus. First we introduce
the spaces

S = {u | u ∈ H1(Ä); u(x, y) = −exp(ikx), (x, y) ∈ 0} (37)

and

V = {w | w ∈ H1(Ä);w(x, y) = 0, (x, y) ∈ 0}. (38)

The Sobolev spaceH1(Ä) consists of all complex valued functions onÄ whose first order
partial derivatives are square integrable. The variational formulation of (30) forus, subject
to (35) and (36), is

find u ∈ S such that for allw ∈ V, a(u, w) = −( f, w)∂ , (39)

a(u, w)=−
∫∫
Ä

∇u(x, y) · ∇w̄(x, y) dxdy

+ k2
∫∫
Ä

u(x, y)w̄(x, y) dxdy+
∫
∂Ä

ikuw̄ ds. (40)

( f, w)∂ =
∫
∂Ä

f w̄ ds. (41)

This formulation is derived in standard fashion by multiplying both sides of (30) by ¯w and
integrating by parts [14].

In order to define the Galerkin approximation to problem (39), we introduce the finite
dimensional approximationsSh andVh of S andV, respectively. All members ofuh ∈ Vh

vanish or vanish approximately on0, and each member ofSh admits the representation

uh = vh + gh, (42)

wherevh ∈ Vh andgh satisfies exactly or approximately the Dirichlet condition (35) on0.
The Galerkin formulation is:

find uh = vh + gh ∈ Sh such that for∀wh ∈ Vh,

(43)
a(vh, wh) = −a(gh, wh)− ( fh, wh)∂ .

The subscripth in Vh andSh refers to a discretization ofÄ. Here, we consider a triangu-
lation ofÄ, as depicted for example in Fig. 2. The mesh parameterh is the maximum edge
length over all trianglesT in the mesh. The number of nodes in this triangulation isN ,
and the set of node indicesη is η = {1, . . . ,N }. The setηd contains indices of nodes on0.
With node j , we associate the basis functionNj , which is 1 at nodej , 0 at all other nodes,
and linear on every triangle [14]. Higher order basis functions can also be considered. With
this notation,wh ∈ Vh andgh in (42) have the forms

wh =
∑

j∈η−ηd

aj Nj , gh =
∑
j∈ηd

gj Nj , (44)
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FIG. 2. Left: the rays reflected from the surface of the parabola. Right: the triangulated computational domain.

wheregj is the value ofg at nodej . The solutionvh in (42),

vh =
∑

j∈η−ηd

X j Nj , (45)

is determined by solving the linear system∑
j∈η−ηd

a(Nj , Ni )X j =−
∑
j∈ηd

a(Nj , Ni )gj − ( f, Ni )∂ , i ∈ η − ηd. (46)

3.2. Asymptotically Derived Finite Elements

3.2.1. Elements of the Asymptotic Theory

The asymptotic theory for problem (30)–(33), based on geometrical optics and the geo-
metrical theory of diffraction, is described in detail in [4–6]. Here, we review elements of
that theory necessary for the development of asymptotic basis functions. In the asymptotic
theory, one seeks the solutionus in (31) as a superposition of the form

us(x, y) =
L∑

l=1

Al (x, y) exp(ikSl (x, y)). (47)

HereL is the number of fields. In the examples we consider here, the sum (47) consists of
a reflected field and possibly one or two diffracted fields, and a shadow forming field, as
we shall see. Each field

A(x, y) exp(ikS(x, y)) (48)
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is a solution to Eq. (30). In (48),A is called the amplitude,k the wavenumber,eikS(x,y)

the phase factor, andS the phase. We shall use the methods of the asymptotic theory to
determine the phase of each field.

First we substitute (48) into (30) and cancel the phase factor to obtain

−k2[(∇S)2− 1]A+ 2ik∇S · ∇A+ ik A1S+1A = 0. (49)

Equating the leading order term of (49) to zero yields the eiconal equation of geometrical
optics:

(∇S)2− 1= 0. (50)

This is a first order nonlinear partial differential equation for the phaseS, which we solve
by the method of characteristics [6]. To do so we introduce the two-parameter family of
characteristic curves or raysX(σ, τ ), Y(σ, τ ), and the equations

d X(σ, τ )

dσ
= Sx,

dY(σ, τ )

dσ
= Sy. (51)

In this case,Sx ≡ Sx(τ ) and Sy ≡ Sy(τ ) are independent of the arclengthσ because the
index of refraction is a constant. Hence the rays propagate along straight lines in the direction
∇S:

X(σ, τ ) = X(0, τ )+ σSx(τ ), Y(σ, τ ) = Y(0, τ )+ σSy(τ ). (52)

On each ray, the phase is determined from the equation

dS(σ, τ )

dσ
= 1, (53)

so

S(σ, τ ) = S0(τ )+ σ. (54)

The initial conditionS0(τ ) = S|0 is determined on the surface of the scatterer0(τ),

0(τ) = (X(0, τ ),Y(0, τ )). (55)

From the boundary condition (35) for the reflected field,S0(τ ) = X(0, τ ). Arguments
pertaining to the geometrical theory of diffraction yieldS0(τ ) for the diffracted fields. To
determine the ray direction∇S0(τ ) we use (50) and the strip condition on0,

dS0(τ )

dτ
= Sx(τ )

∂X

∂τ
+ Sy(τ )

∂Y

∂τ
. (56)

3.2.2. Asymptotically Derived Basis Functions

We define the asymptotic finite element basis functions associated with fieldl as the
collection {

Ml
j (x, y, k)

}N
j=1. (57)



236 GILADI AND KELLER

HereN is the number of nodes in the grid and

Ml
j (x, y, k) = Nj (x, y) exp(ikSl (x, y)). (58)

HereNj is the linear nodal finite element function for nodej , and the phase factor exp(ikSl )

is determined by the method of the previous section. To representus in (47) efficiently, the
space of trial solutions must represent each field ofus efficiently. Hence we define

Sk
h =

{
uk

h = vk
h + gk

h

∣∣∣∣∣ vk
h ∈ Vk

h, g
k
h =

∑
j∈ηd

gj M
r
j

}
, (59)

Vk
h =

{
wk

h

∣∣∣∣∣wk
h =

L∑
l=1

∑
j∈η−ηd

al
j M

l
j

}
. (60)

The functiongk
h in (59) is represented in terms of basis functions associated with the reflected

field Mr
j because only the reflected field is nonzero on0. Hence to satisfy (35),gj must be

given by

gj =−exp(ikxj )
/

Mr
j (xj , yj , k),

with (xj , yj ) the coordinates of nodej on0. The Galerkin problem is

find uk
h = vk

h + gk
h ∈ Shsuch that for∀wk

h ∈ Vk
h,

(61)
a
(
vk

h, w
k
h

) = −a
(
gk

h, w
k
h

)− ( f k
h , w

k
h

)
.

Its solution satisfies the linear system

L∑
l=1

∑
j∈η−ηd

a
(
Ml

j ,Mm
i

)
Xl

j =−
∑
j∈ηd

a
(
Mr

j ,Mm
i

)
gj −

(
f k
h ,Mm

i

)
∂
,

i ∈ η − ηd, m= 1, . . . , L . (62)

3.3. Scattering from a Parabolic Cylinder

3.3.1. Rays and Phase of Scattered Field

We begin by studying the exterior problem of scattering of the plane wave exp(ikx) from
the surface of the parabola

0(y) =
(

y2

2
− 1

2
, y

)
. (63)

In this case, the scattered fieldus given by (47) consists only of a reflected field, so we write

us = ur = Ar (x, y) exp(ikSr (x, y)). (64)

We shall determine the rays and phaseSr of this field following the method of Section 3.2.1.
The boundary condition (35) implies thatSr (x, y) = x on0. Thus

Sr

(
y2

2
− 1

2
, y

)
≡ S0(y) = y2

2
− 1

2
, (65)
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in view of the parameterization (63). Now we use (50), (56), and (65) to determine the ray
direction∇S(y) on0:

Sx(y) = y2− 1

y2+ 1
, Sy(y) = 2y

y2+ 1
. (66)

By using (63) and (66), we find that on0

Y(0, y)

X(0, y)
= Sy(y)

Sx(y)
= 2y

y2− 1
. (67)

This implies that the rays propagate in the radial direction, as depicted in Fig. 2. We also
note that

S0(y) = r0(y)− 1, (68)

wherer0(y) is the distance from the origin to the point0(y). By using (68) in (54) with
σ = r − r0(y), we find thatS(σ, τ ) = r − 1. Thus

exp(ikSr (x, y)) = e−ik exp(ikr ), r =
√

x2+ y2. (69)

3.3.2. Numerical Calculations

We choose the computational domainÄ to be exterior to the parabola0 and interior to
the circle

y2+ (x + 3/8)2 = .52, (70)

as is shown in Fig. 2. The mesh parameterh, which is the maximum over all trianglesT of
the largest edge length ofT , is h = 0.0937.

In (34) we use the exact expression for the scattered field, which is (see [19])

us
ex(x, y) = −exp(ikx)

F(η
√

k)

F(
√

k)
. (71)

HereF is the Fresnel integral, which we compute numerically using the formula

F(w) = 1

2

√
πeiπ/4−

[∫ w

0
cost2 dt + i

∫ w

0
sint2 dt

]
. (72)

The parabolic cylinder coordinatesξ andη are defined by

x = 1

2
(ξ2− η2), y = ηξ. (73)

We compute the Galerkin approximation to the problem (30), (35), (36) forus in Ä
with 0 defined by (63), using both the asymptotic basis and the standard linear basis,
for k = 1, 10, 20, 30. The initial mesh with 67 unknowns is depicted in Fig. 2. In each
computation, the mesh is uniformly refined until the maximum relative error at the node
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TABLE I

The Number of UnknownsN and the Maximum Relative Error

at the Node Points, in the Galerkin Approximationa

Linear basis Asymptoic basis

k N ‖Relative error‖∞ N ‖Relative error‖∞
1 67 0.00066 67 0.00021

10 1309 0.039 67 0.0024
20 5401 0.020 67 0.00081
30 21937 0.015 67 0.00084

a The approximation with piecewise linear basis functions is in the left col-
umn, and that with the asymptotic basis functions is in the right column.

points is less than 0.04. The numbers of unknowns required by the two methods are compared
in Table I. This computation was done with the exact Neumann boundary condition on∂Ä.
We see that the number of unknowns necessary to achieve the required accuracy with the
piecewise linear basis grows rapidly withk, while the computation with the asymptotic
basis requires a fixed number of unknowns. The maximum errors at the node points are also
compared in Table I. We see that in all cases the solution with the asymptotic basis yields
a higher accuracy for a substantially lower cost.

The top panel of Fig. 3 shows log10 of the maximum absolute value of the relative error
as a function ofk, using the asymptotic basis. In the bottom panel, log10 of the condition

FIG. 3. The top panel shows the log10 of the maximum absolute value of the relative error as a function ofk,
using the asymptotic basis. In the bottom panel, log10 of the condition numberκ(A) of the matrixA, which arises
in the Galerkin method using the asymptotic basis, is shown as a function ofk.
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numberκ(A) of the matrixA, which arises in the Galerkin method using the asymptotic
basis, is shown as a function ofk. The relative error is computed by subtracting the com-
puted solution fromus

ex given by (71) and dividing byus
ex. The top graph shows that it

does not increase withk, and the bottom graph shows that the condition number does not
increase withk.

3.4. Scattering from a Circular Cylinder

3.4.1. Rays and Phase of Scattered Field

We now consider the exterior problem for scattering of an incident plane wave by a circle
of radiusa. With a as the unit of length, and withk′ denoting the dimensionless product
ka, we write the plane wave asui = exp(ikx), omitting the prime. Then0 is the unit circle

0(τ) = (cosτ, sinτ). (74)

The asymptotic theory for this problem is described in detail in [5, 6]. The scattered field
consists of four terms

us = ur + us f + ud+ + ud−, (75)

which are the reflected fieldur , the shadow forming fieldus f , the diffracted fieldud+

originating at (0, 1), and the diffracted fieldud− originating at(0,−1). The fieldsur and
us f satisfy the boundary conditions

ur (x, y) = −exp(ikx), (x, y) ∈ 0, x < 0, (76)

us f (x, y) = −exp(ikx), (x, y) ∈ 0, x ≥ 0. (77)

Both diffracted fields vanish on the surface of the cylinder. The fieldus f in the regionx ≥ 0,
|y| ≤ 1 is called the shadow forming field becauseus f + ui = 0 in that region, as we shall
see.

We determine the reflected rays and phase by the method of Section 3.2.1. The rays

X(σ, τ ) = cosτ − σ cos 2τ, π/2≤ τ ≤ 3π/2, (78)

Y(σ, τ ) = sinτ − σ sin 2τ, π/2≤ τ ≤ 3π/2 (79)

are depicted in Fig. 4. The phase factor is

exp[ikSr (x, y)] = exp[ik(cosτ + σ)], π/2≤ τ ≤ 3π/2. (80)

Similarly for us f the rays and phase factor are

X(σ, τ ) = cosτ + σ, −π/2≤ τ ≤ π/2, (81)

Y(σ, τ ) = sinτ, −π/2≤ τ ≤ π/2, (82)

exp(ikSr (x, y)) = exp(ikx), −π/2≤ τ ≤ π/2. (83)

In the shadow region,|y| ≤ 1, x > 0, us f + ui = 0 [6]. However, the exact solution is
nonzero there, in view of diffraction effects. The additional termsud+ and ud− in (47)
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FIG. 4. The left panel shows the rays reflected by the circular cylinder, and the rays of the shadow forming
beam. The right panel shows the diffracted rays emanating from (0, 1).

account for the diffracted field. The rays associated withud+, ud− are called diffracted rays
[4]. Each incident ray which is tangent to the cylinder gives rise to a surface diffracted
ray. Here the incident rays are tangent at (0, 1) and(0,−1) and bound the shadow region.
Each surface diffracted ray travels along the surface of the cylinder starting at the point
of diffraction. As it travels along the surface, it sheds additional diffracted rays into the
domain. These new rays leave the surface of the cylinder tangentially.

The surface diffracted ray emanating from (0, 1) travels in the clockwise direction along
the surface of0 and sheds the family of rays

X(σ, τ ) = sinτ + σ cosτ, τ, σ ≥ 0, (84)

Y(σ, τ ) = cosτ − σ sinτ, (85)

depicted in Fig. 4. The associated phase is

Sd+ = τ + σ. (86)

The surface ray emanating from(0,−1) travels in the anticlockwise direction and sheds
the family of diffracted rays

X(σ, τ ) = σ cosτ + sinτ, τ, σ ≥ 0, (87)

Y(σ, τ ) = σ sinτ − cosτ. (88)

The phase is

Sd− = τ + σ. (89)

The fact thatτ is unbounded in (84)–(89) implies that a surface diffracted ray travels an
infinite number of times around the cylinder and sheds infinitely many diffracted rays in the
same direction. Since their phases differ by integer multiples of 2πka, we choosek′ = ka
to be an integer. Then their phase factors are all equal:

exp(ikSd+(x, y)) = exp(ik(τ + σ)), 0≤ τ < 2π (90)

exp(ikSd−(x, y)) = exp(ik(τ + σ)), 0≤ τ < 2π. (91)
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FIG. 5. The illuminated computational subdomainπ ≤ θ ≤ 3π/4, 1≤ r ≤ 1.5 (left panel) and the shaded
subdomain 0≤ θ ≤ π/4, 1≤ r ≤ 1.5 (right panel).

3.4.2. Numerical Calculations

We begin by presenting computational results forus on two subdomains of the exterior
of the unit disk. They are the sector 0≤ θ ≤ π/4, 1≤ r ≤ 1.5 and the sectorπ ≤ θ ≤
3π/4, 1≤ r ≤ 1.5, depicted in Fig. 5. We refer to these subdomains as the shaded and the
illuminated subdomains, respectively, because the first is in the shadow and the second is in
the illuminated region. Their mesh parameters areh = 0.1106 andh = 0.1043, respectively.
The purpose of these computations is to demonstrate that our basis functions can provide
an accurate representation of the solution. Therefore in each computational domain, we
impose the Dirichlet conditionus = −eikx on the unit circle. On the rest of the boundary
of each computational domain, we impose the Robin condition (34). The exact solution
is

us
ex(x, y)=−

∞∑
n=0

εn i n Jn(k)

H1
n (k)

H1
n (kρ) cosnφ, (92)

whereρ andφ are the polar coordinates of the point(x, y), andJn andH1
n are the Bessel

function and the Hankel function of the first kind, respectively [19].
Table II presents the maximum relative error at the node points in each subdomain for

several integer values of the wavenumberk. In each case the computation was performed
twice, once with basis functions associated with the reflected or shadow forming field only,
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TABLE II

The Maximum Absolute Value of the Error in the Illuminated and Shaded

Subdomains, with One Field (Reflected or Shadow Forming) and All Fields

Illuminated region Shaded region

k Reflected field All fields Shadow forming field All fields

20 0.0015 0.0017 0.0091 0.0025
40 0.0026 0.0018 0.0189 0.0059
60 0.0035 0.0044 0.0252 0.0052
80 0.0031 0.0055 0.0326 0.0055

and once with all fields. The log10 of these data is presented in Fig. 6. The relative error is
nearly independent ofk.

We now present computational results forus in the annulus 1≤ r ≤ 1.5. The solution is
symmetric about the axisy = 0, so it suffices to compute the solution in the half annulus
y ≥ 0 shown in Fig. 7.

In this domain the amplitude varies rapidly in thin regions or layers, in contrast to the
previous cases. The region of rapid variation occurs near the surface of the circle, and in
particular, near the point of diffraction (0, 1). Ask→∞, the neighborhood of the shadow

FIG. 6. The maximum relative error at the node points in each subdomain for several integer values of the
wavenumberk. Computations were performed with one and three fields in both the shaded and the illuminated
region.
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FIG. 7. The computational domain for scattering from a circle.

boundary,x > 0, y = 1 also requires local refinement. We use the grid depicted in Fig. 7
for all the computations. The mesh parameter of the outer part of the grid ish = 0.1018,
but near the surface of the circle it ish = 1/50.

Table III presents the maximum relative error at the nodes of the grid for different values
of k. Each computation was performed once with the standard linear basis and once with
the asymptotic basis. Here, the computation was done with the exact Neumann boundary
condition on∂Ä. We see that the asymptotic basis yields substantially better results.

Figure 8 shows log10 of the maximum absolute value of the relative error using the
asymptotic basis. The error is computed by usingus

ex given by (92). The graph shows that
it does not increase much withk. The bottom panel indicates the condition number of the
asymptotic finite element matrix.

TABLE III

The Maximum Relative Error at the Node

Points in the Full Annulus

Linear basis Asymptotic basis
k ‖relative error‖∞ ‖relative error‖∞
1 0.0013 0.0005

10 5.9493 0.0091
20 3.5240 0.0061
40 63.1651 0.0080
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FIG. 8. The log10 of the maximum absolute value of the relative error using the asymptotic basis (top). The
condition number of the asymptotic finite element basis (bottom).

3.5. Summary of the Method and Extension to Three Dimensions

We now summarize the asymptotic finite element method for scattering problems:

1. Determine the components of the scattered field by using the ideas of geometrical
optics and the geometrical theory of diffraction [4]. In our examples the parabola scattered
a reflected wave, while the circle scattered a reflected wave, a shadow forming wave, and
two diffracted waves.

2. Determine the rays and the phase of each wave by the method of characteristics. In a
medium with a variable index of refraction, this may have to be done numerically.

3. Assemble the system of equations for the Galerkin method using the asymptotic basis
functions, replacing (34) by a nonreflecting boundary condition [18].

4. Solve the system of equations.
5. Determine the solution by adding together all the waves.

Steps 1–5 all apply in any number of dimensions and they can be automated. For simplicity
we have illustrated them in one and two dimensions. We have shown that the condition
number of the resulting equations, although large, does not increase with the wavenumber
k. The error does not increase much withk either.

In more complicated problems more waves will have to be included in the solution. Some
will result from multiple reflection, if the scatterer is not convex. Some will arise because of
refraction, if the medium is not uniform. Others will result from edge or surface diffraction,
if the scatterer is not smooth. They can all be multiply reflected, refracted, and diffracted. In
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addition, caustics will occur, necessitating the use of complex phase functions on the dark
side of the caustic. The complex phase can be found by using complex rays or by solving
the eiconal equation in fractional powers of distance from the caustic.

All of these problems have been encountered in many problems of wave propagation.
Consequently computer programs have been written to calculate rays which are reflected,
refracted, diffracted, and multiply reflected, refracted, or diffracted. The programs also
calculate the phaseS(x) at points on these rays. The main complications arise in calculating
the amplitudes of these waves, which is done numerically by our hybrid method. Many
examples of such calculations, in two and three dimensions, can be found in the book
Geometric Theory of Diffraction,edited by Hansen [20].

In addition, methods have been devised to calculate the phase functionS(x) directly by
solving the eiconal equation without using rays. Of course multiple valued solutions must
be found, corresponding to the various waves.

In the case of an opaque convex scattering object in three dimensions, the only waves
which occur inus are the reflected, shadow forming, and surface diffracted waves. Caustics
will occur in the surface diffracted waves. This will require mesh refinement in the neigh-
borhood of the caustic, and the use of a complex phase on its dark side. Aside from this
difference, the other steps in the method are the same as those in the example of scattering
by a circular cylinder.

We plan to present the method and results for some three-dimensional problems in a
subsequent paper.

APPENDIX: ASYMPTOTIC ORTHOGONALITY OF BASIS FUNCTIONS

In the examples we consider, basis functions associated with different components of the
scattered field are asymptotically orthogonal, ask→∞. Hence, they are linearly indepen-
dent for largek. Indeed, the directions of the rays associated with fieldsl andm are different
except perhaps on a set of measure 0. Hence, for anyε > 0, there is a subsetVε ⊂ Ä such
that ∫

Vε

∣∣Ml
j M̄

m
i

∣∣≤ ε/2, l 6= m, (A.1)

and∇Sl 6= ∇Sm in Ä− Vε . Then

(
Ml

j ,Mm
i

) = ∫
Vε

Ml
j M̄

m
i dxdy

+ 1

ik

∫
∂(Ä−Vε )

Nj Ni exp(ik(Sl − Sm))
∇(Sl − Sm)

|∇(Sl − Sm)|2 · En ds

− 1

ik

∫
Ä−Vε

exp(ik(Sl − Sm))∇ ·
(

Nj Ni
∇(Sl − Sm)

|∇(Sl − Sm)|2
)

dxdy, (A.2)

by the divergence theorem. Hence, for anyε > 0 andk sufficiently large,∣∣(Ml
j ,Mm

i

)∣∣ ≤ ε, l 6= m. (A.3)

This proves the asymptotic orthogonality ofMl
j andMm

i .
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For small values of the wavenumberk, basis functions could be linearly dependent and as
a result the condition number of the finite element matrix could be very large. If necessary,
the condition number could be improved by removing redundant basis functions as we
describe now.

Consider basis functionMl
j . Let{8i }mi=1,8i = Mmi

ji ,mi 6= l be basis functions associated
with node j or one of its neighbors. The fact thatmi 6= l indicates thatMmi

ji represents a
field different fromMl

j . Then, the projection ofMl
j on span{8i },

P
[
Ml

j

] = m∑
i=1

yi8i , (A.4)

is determined by solving the system (see [21])


(81,81) (82,81) . . . (8m,81)

(81,82) (82,82) . . . (8m,82)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(81,8m) (82,8m) . . . (8m,8m)


 y1

y2
. . .
ym

 =

(
Ml

j ,81
)

(
Ml

j ,82
)

. . . . . . . . .(
Ml

j ,8m
)
 . (A.5)

The basis functionMl
j is considered redundant and is removed if∥∥P

[
Ml

j

]− Ml
j

∥∥
2∥∥Ml

j

∥∥
2

≤ δ, (A.6)

whereδ is a small parameter. We chooseδ = Ch2 to be commensurate with the truncation
error of linear interpolation associated with the grid.

The removal of redundant basis functions can be done simultaneously with the assembly
of the system for low computational cost. Indeed, all inner products(8 j ,8i ), (8i ,Ml

j ) in
(A.5) are computed during the assembly, in view of the second term in the bilinear form
(40). Hence, no additional computations are necessary to create the system (A.5). In a
regular mesh, the dimension of this system is very small and is bounded, since the number
of neighbors for each node is small and is bounded. Hence the determination of{yi } in (A.5),
and the subsequent test (A.6), requires a very small number of additional computations. It
is also possible to explicitly orthogonalize basis functions belonging to different fields by
the Gram–Schmidt process.

REFERENCES

1. I. M. Babus̆ka and S. A. Sauter, Is the pollution effect of the FEM avoidable for the Helmholtz equation
considering high wave numbers?,SIAM J. Numer. Anal. 34, 2392 (1997). Reprinted inSIAM Rev. 42, 451
2000.

2. J. R. Stewart and T. J. R. Hughes, A tutorial in elementary finite element error analysis: A systematic presen-
tation of a priori and a posteriori error estimates,Comput. Meth. Appl. Mech. Eng.158, 1 (1998).

3. F. Ihlenburg and I. Babu˘ska, Dispersion analysis and error estimation of Galerkin finite element methods for
the Helmholtz equation,Int. J. Numer. Meth. Eng.38, 3745 (1995).

4. J. B. Keller, Geometrical theory of diffraction,J. Opt. Soc. Am.52, 116 (1962).

5. J. B. Keller, Diffraction by a convex cylinder,Trans. IREAP-4, 312 (1956).

6. E. Zauderer,Partial Differential Equations of Applied Mathematics(Wiley–Interscience, New York, 1989).



HYBRID METHOD FOR SCATTERING PROBLEMS 247

7. E. Giladi,Hybrid Numerical Asymptotic Methods, Ph.D. thesis (Stanford University, 1995).

8. E. Giladi and J. B. Keller, Iterative solution of elliptic problems by approximate factorization,J. Comp. Appl.
Math. 85, 287 (1997).

9. J. M. Melenk and I. M. Babu˘ska, The partition of unity finite element method: Basic theory and application,
Comput. Meth. Appl. Mech. Eng.139, 289 (1996).

10. I. M. Babus̆ka and J. M. Melenk, The partition of unity method,Int. J. Numer. Meth. Eng.40, 727 (1997).

11. O. Laghrouche and P. Bettess, Short wave modelling using special finite elements,J. Comput. Acoust.8, 189
(2000).

12. O. Laghrouche, P. Bettess, and R. Sugimoto, Analysis of the conditioning number of the plane wave approx-
imation for the Helmholtz equation, inProceedings of the European Congress on Computational Methods in
Applied Science and Engineering, ECCOMAS 2000, 2000, PP. 1–14.

13. P. E. Barbone, J. M. Montgomery, O. Michael, and I. Harari, Scattering by a hybrid asymptotic/finite element
method,Comput. Meth. Appl. Mech. Eng.164, 141 (1998).

14. T. J. R. Hughes,The Finite Element Method(Prentice Hall, New York, 1987).

15. C. Johnson,Numerical Solution of Partial Differential Equations by the Finite Element Method(Cambridge
University Press, Cambridge, UK, 1987).

16. G. Strang and G. J. Fix,An Analysis of the Finite Element Method(Prentice Hall, New York, 1973).

17. C. M. Bender and S. Orszag,Advanced Mathematical Methods for Scientists and Engineers(McGraw–Hill,
New York, 1978).

18. D. Givoli,Numerical Methods for Problems in Infinite Domains(Elsevier, Amsterdam/New York, 1992).

19. P. L. E. Uslenghi, J. H. Bowman, and T. B. A. Senior,Electromagnetic and Acoustic Scattering by Simple
Shapes(North-Holland, Amsterdam, 1969).

20. R. C. Hansen, Ed.,Geometric Theory of Diffraction(IEEE Press, New York, 1981).

21. N. I. Akhiezer and I. M. Glazman,Theory of Linear Operators in Hilbert Space(Dover, New York, 1993).


	1. INTRODUCTION
	2. A MODEL PROBLEM
	FIG. 1.

	3. PROBLEMS IN TWO DIMENSIONS
	FIG. 2.
	TABLE I
	FIG. 3.
	FIG. 4.
	FIG. 5.
	TABLE II
	FIG. 6.
	FIG. 7.
	TABLE III
	FIG. 8.

	APPENDIX: ASYMPTOTIC ORTHOGONALITY OF BASIS FUNCTIONS
	REFERENCES

